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Visual analytics is the science of analytical reasoning supported by interactive visual in-
terfaces. As a scientific process, visual analytics must be reliable. It should enable
analysts to make informed decisions and generate knowledge that accurately reflects
the underlying data. However, visual analytics often becomes unreliable because of
the underlyingmachine learning (ML) algorithms. The unreliability stems from a gen-
eral overtrust towards ML. For example, while ML algorithms can yield incorrect results,
practitioners frequently employ them without sufficient validation.

I aim to remedy overtrust in ML to enhance the reliability of ML applications in the visual
analytics field (Figure A). I first found that practitioners use ML algorithms that mismatch
with desired visual analytics tasks, which led me to design ML algorithms that better
align with the tasks. I also identified and addressed erroneous assumptions that make

ML evaluations or the interaction with visualizations unreliable. In the rest of
my Ph.D. study, I will focus on democratizing these findings so that practitioners can
more reliably use ML for visual analytics.

My research especially focuses on dimensionality reduction (DR) algorithms (Figure
B). DR algorithms (e.g., t-SNE [13], UMAP [11]) take high-dimensional data as input and
generate low-dimensional projections that retain the structural properties of the input
data, such as cluster structures (Figure B, blue ellipses). I focused on DR for two reasons.
First, as DR provides visual summaries of complicated data, it often serves as a core VA
component to study data patterns [12]. Concentrating on DR thus amplifies the prac-
tical impact of my research. Second, visual analytics using DR can easily be unreliable.
DR projects data from the vast high-dimensional space to the narrow low-dimensional
space. Therefore, resulting projections are inherently distorted [4, 12]. For instance, two
ormore clusters in the original datamay deceptively appear as a single, undivided cluster
[4, 6]. In this situation, analysts may misinterpret the cluster structure, leading to erro-
neous conclusions about the underlying data. For example, analysts may conclude that
two semantically distinct classes should be merged although they are well separated in
the original data.

My endeavor has led to contributions at prestigious venues in the field of visualization.
Throughout the past three and a half years, I published five first-authored papers in
IEEE VIS and IEEE TVCG [3, 4, 5, 6, 7] with one best papers honorable mention award
[7]. I am striving to finalize the essential but still missing elements of my dissertation (see
work-in-progress (wip) in Figure A).

Designing Reliable Algorithms

I tackled the assumption that practitioners regard UMAP [11] as a general-purpose DR
algorithm. As UMAP emphasizes neighborhood structure while reducing dimensionality,
it reliably supports analytic tasks related to local structure (e.g., identifying the nearest
neighbors of a given point) but fails to do so for the tasks investigating global structure,
such as comparing cluster density. However, UMAP is widely used not only for investi-
gating local structures but also global structures in visual analytics.

I designed and implemented UMATO [5] as an alternative to UMAP that supports
both local and global tasks reliably (Figure C).We separate UMAP’s optimization into
two distinct phases, each dedicated solely to local or global structures, allowing UMATO
to accurately portray both. UMATO is not only published as a paper (VIS 2022) but also
released as an open-source Python library. As of May 2024, UMATO received more than
100 stars on GitHub and has been downloaded more than 7K times.

Fostering Reliable Evaluations

I identified that practitioners often evaluate how well DR projections maintain cluster
structure by assuming class labels to form ground truth clusters [9]. The evaluation is
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original high-dimensional data. For 
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examine their relationships.
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commonly doneby quantifying howwell the projections separate classes using clustering
metrics, e.g., Silhouette. However, classes may not be clearly separated in the original
high-dimensional data (Figure D), casting doubts about the reliability of DR evaluations
using them as ground truth clusters (Figure E) [2, 9]. Since unreliable evaluation can
result in an improper selection of a DR algorithm suited to the task or dataset, it’s vital
to address this unreliability.

Initially, I aimed to exclude this assumption from DR evaluation by proposing to as-
sess projections without using class labels. I designed two DR quality metrics called
Steadiness & Cohesiveness (S&C) for the purpose [4]. S&C leverage clustering algorithms
(e.g., HDBSCAN) to detail cluster structure. Therefore, S&C capture distortions in clus-
ter structure more accurately than not only ground-truth-based metrics but also other
quality metrics for DR (e.g., Trustworthiness & Continuity [14]). S&C was presented in VIS
2021, where the corresponding paper was also published in TVCG.

Moreover, I directly tackled the assumption by claiming that Classes are not Clus-
ters [6]. I designed Label-Trustworthiness and Label-Continuity (L-T&C), two DR quality
metrics that employ class labels more reliably. Instead of assuming the classes as well-
separated ground truth clusters, L-T&C quantifies their separability in the original data
and assesses how well the separability is preserved in projections. L-T&C has proved
effective in accurately quantifying distortions in DR projections, while the previous ap-
proach failed to detect evident distortions. The contribution of thiswork is acknowledged
by a paper presented at VIS 2023 and published in TVCG.

Making Interactions More Reliable

Visual analytics should anyway interact with users. In terms of DR, analysts first perceive
the patterns prevalent in the scatterplots representing DR projections. Then, they can
mark, annotate, or label interesting patterns usingmouse or touch interaction. They can
also directly control underlying DR algorithms, e.g., by changing distance metrics. In this
context, I addressed two invalid assumptions that potentially make interactions with DR
projections less reliable.

Assumption on the accuracy of DR projections. While designing visual analyt-
ics incorporating DR projections, practitioners often assume that the depicted structures
accurately reflect the high-dimensional reality. This leads the system to guide users to
“brush” the clusters they see using a rectangular box or lasso tool (Figure F, top). How-
ever, asmentioned earlier, clusters in DR projectionsmay inaccurately reflect the original
data distribution due to distortions. Therefore, clusters extracted by conventional brush-
ing techniques may not stay as clusters in the original high-dimensional space.

I wanted to inform practitioners of the invalidity of the assumption and to build a
brushing technique thatworks robustly against distortions. I thus designedDistortion-
aware brushing [1], a novel brushing technique that complements DR projections to
achieve reliable data analysis. Distortion-aware brushing accurately extracts high-dimensional
clusters by resolving distortions around the brushed points by temporarily relocating
points (Figure F, bottom), where our evaluation proved its superiority against previous
brushing techniques. The work is currently under review in TVCG.

Assumption on the consistency of people. Another assumption I tackled is that
the only factor that affects the reliability of visual analytics using DR projections is the
accuracy of the projections. Based on such an assumption, practitioners optimize hyper-
parameter settings of DR algorithms while using the accuracy computed by DR quality
metrics as a target function. However, in reality, unreliability also stems from humans.
For example, visual analytics can be unreliable due to individual differences. When ex-
posed to ambiguous visualizations, analysts can reach different conclusions [10, 15],
making it uncertain which conclusion to accept. Of course, DR projections are not free
from being ambiguous. The ways of perceiving clusters (i.e., conducting visual clustering)
on DR projections can differ due to individual differences and unclear cluster boundaries
(Figure G).

D. Pairwise Separability of
Class Labels

The below heatmap depicts the 
class-pairwise separability of the 
Fashion-MNIST dataset computed 
using Distance Consistency [22]

We can identify that Coat, Shirt, 
and Pullover classes have low 
pairwise separability, casting doubt 
on the reliability of using class labels 
as ground truth clusters.

E. A Pitfall of using Classes
    as Ground Truth Clusters
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If class labels form well-separated
ground truth clusters,  we can easily 
distinguish good and bad DR
projections by examining how well the 
classes are separated in the projections

If class labels are not well separated, 
using pairwise separability of classes in 
projections as a proxy for DR quality
becomes unreliable.
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F. Distortion-aware
Brushing Illustration

Unlike conventional brushing 
techniques, Distortion-aware 
brushing relocates points (purple 
arrows) to locally resolve distortions, 
helping users to identify clusters 
from DR projections more reliably. 



To address this assumption, I designed CLAMS [7], a visual quality metric that eval-
uates how ambiguous the cluster pattern of a given DR projection is. Trained on
human perception data gathered with 34 participants [8], CLAMS accurately and scalably
computes the ambiguity. By integrating CLAMS into the target function of DR optimiza-
tion, I was able to produce less ambiguous DR projections with negligible accuracy loss
(Figure G). The relevant paper was jointly published in the proceedings of VIS 2023 and
TVCG, winning a Best Papers Honorable Mention Award.

Democratizing the Findings:
Towards Reliable ML for Everyone

Technology truly gains value when it is used by people. Although we now have diverse
techniques that help the reliable use of ML for visualizations, they should be used by
visualization researchers and designers. Accordingly, I strived to support more people
in using ML for visual analytics in a more reliable manner. For example, I built ZADU, an
open-source Python library providing DR quality metrics (Figure H) that achieved more
than 6K downloads up to May 2024. The contribution of ZADU in making DR evaluation
more accessible is acknowledged as a publication in VIS 2023. I also attempted to make
DR hyperparameter optimization more efficient so that researchers could be more mo-
tivated to perform optimizations. This is done by measuring the structural complexity
of high-dimensional datasets and putting less computational effort into simple datasets
(under review in VIS 2024).

I plan to dedicate the rest of my Ph.D. study to further democratizing my findings.
This will start by conducting an extensive literature survey to identify how researchers
dealt with unreliability while using DR for visual analytics. Based on the survey, I will
develop a self-checklist to help researchers identify threats that could compromise the
reliability of their research. I will then interview visualization researchers to confront
problems that obstruct researchers from being more reliable in using DR. Finally, I will
design anddevelop tangible solutions that address these problems. For example, I would
like to develop sanity-check software that can automatically spot potential reliability con-
cerns in paper drafts.

My ongoing work, which I plan to submit to ACM CHI 2025, is currently in the first stage
of this plan, which is a literature survey. I expect the survey will construct a theoretical
background that can ground future visual analytics research using not only DR but also
other ML algorithms.

Future Research After Graduation

Mypassion for achieving reliableMLextendsbeyondDRandvisual analytics. Inmy
dissertation, I concentrate on one type ofML algorithm, dimensionality reduction (DR), to
identify problems within the entire DR application pipeline. By doing so, I aim to build a
solid foundation for improving the reliability of anyML algorithm. As a senior researcher,
my future goal is to increase the reliability of a wider range of ML algorithms. For exam-
ple, I would like to design reliable and efficient metrics that can detect hallucinations or
deficiencies of multimodal foundation ML models (e.g., large language models).

G. Making DR less
ambiguous with CLAMS

without CLAMS

with CLAMS

By combining CLAMS into a target 
function of DR optimization, we can 
produce DR projections with less 
ambiguity with a negligible loss of 
accuracy (DR quality metric scores).

from zadu import zadu

hd, ld = load_datasets() 
spec = [{ 

"id" : "tnc", 
"params": { "k": 20 }, 

}]

zadu_obj = zadu.ZADU(spec, hd)
scores = zadu_obj.measure(ld) 
print("T&C:", scores[0])

H. ZADU Code Snippet
With ZADU, practitioners can assess 
the reliability of DR projections by 
writing a few lines of code.

ZADU is released as an open-source 
Python library downloadable via pip.
You can find the source code at:

github.com/hj-n/zadu

https://github.com/hj-n/zadu
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